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Abstract—In this paper the problem of revealing stealthy A patrticular type of complex cyber attack is that of false-
data-injection attacks on control systems is addressed. In data injection, where the attacker introduces corrupted da
particular we consider the scenario where the attacker performs in the communication network. Several instances of this

zero-dynamics attacks on the system. First, we characterize io h b idered in th text of trol
and analyze the stealthiness properties of these attacks for SCEnario nave LEEN Consiaered intne Context o1 Contro

linear time-invariant systems. Then we tackle the problem of Systems, see (6], [7], [8] and references therein.
detecting such attacks by modifying the system’s structure. In this paper we address stealthy false-data injection
Our results provide necessary and sufficient conditions that attacks that are constructed so that they cannot be detected
the modifications should satisfy in order to detect the zero- 5564 on control input and measurement data. These attacks
dynqmlcs attacks. The results and proposed detection methods h b ty add d f t th fi )
are illustrated through numerical examples. ave been recently addressed from a system theoretic per
spective. In [9] the author characterizes the set of attack
|. INTRODUCTION policies for covert (stealthy) false-data injection atmavith
Critical-infrastructure security is of utmost importanice detailed model knowledge and full access to all sensor and
modern society and has been a major concern in recettuator channels, while [10] described the set of stealthy
years. The increasing complexity of these systems and tfalse-data injection attacks for omniscient attackers fuitl-
desire to improve their efficiency and flexibility has ledstate information, but possibly compromising only a subset
to the use of heterogeneous IT infrastructures that suppa@f the existing sensors and actuators.
the timely exchange of data among and across different Recently, an instance of stealthy false-data injection at-
system layers, from the corporate level to the local cortacks has been performed on an experimental networked
trol level. Furthermore, IT infrastructures are composéd control system testbed [11]. The experiment showed that,
heterogeneous components from several vendors and of@though the attack is initially hard to detect, it is in fact
use non-proprietary communication networks. Therefoee thetected when the system dynamics change due to physical
amount of cyber threats to these IT infrastructures hdgnitations such input saturation. Hence changes in the
greatly increased over the past years, given the larger aumisystem dynamics could be used to reveal stealthy false-
of possible attack points across the several system layed&ita attacks. In essence, this approach is similar to the
A good illustration of this phenomena may be found inmethod proposed in [12] to detect replay attacks, in which
the following article [1] about the search engine Shodaan auxiliary signal unknown to the attacker is used to excite
that successfully identified several devices connectetigo tthe system.
internet, including components of industrial control gyss.
Critical-infrastructures are also more vulnerable to ¢cyb
threats, given their tight coupling to IT infrastructur@sere The set of open-loop stealthy attacks is considered in this
are several examples of cyber threats being exploited Ipaper. The attack is open-loop in the sense that no online
attackers to disrupt the behavior of physical processesfo information is used to construct the attack. As such the
stance the staged attack on a power generator [2] or the m@#ack policy is defined in terms of the availakdepriori
recent Stuxnet virus attack on centrifuges’ control syg@gjn information, namely the dynamical model of the system. This
[4]. Hence monitoring and mitigating cyber attacks to theselass of attacks is shown to be characterized by a property
systems has become of the utmost importance, since thefjthe system known as zero-dynamics, thus we denote it as
may bring disastrous consequences to society. This is wélie class of zero-dynamics attacks.
illustrated by recalling the consequences of the US-CanadaUsing a geometric control framework, the system under
2003 blackout [5], partially due to lack of awareness in th@ zero-dynamics attack is characterized as an autonomous
control center. dynamical system with a given initial condition. Furthemaeo
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Specifically, we analyze how separately changing the ositputvherer, € R™ is the residue that is evaluated in order to
system dynamics, and inputs affects the attacks’ steakkin detect and locate existing anomalies. In particular, anrala
For each component, we characterize classes of changedriggered if the residue meets
that reveal attacks, as well as those that do not. Regarding
chan i i Irell = 7, (4)
ges on the system outputs, we provide an algorithm
to reveal all attacks by incrementally adding new measurevherer € R* is chosen according to a suitable trade-off
ments. As for the inputs, we characterize the output effect detween detection and false alarm rates.
a scalar multiplicative perturbation to the inputs, assgnii Since all the system components are linear and time-
remains unknown to the attacker. This particular pertimbat invariant, the state of the system can be decomposed as
can be interpreted as a coding or encryption scheme betwegn = z;, + x{*, wherez;, is the component of the system
the controller and actuator, having the scalar factor ai thaunder no attack and{ the component induced by the attack.
shared private key. Moreover, the corresponding conidhut Furthermore, assuming the attack starts at ko and having
to the output energy is quantified as a function of they, = xx, andzj = 0, the state component under attack is
augmented system state, which can be used to determimedeled by
a suitable scaling factor. a u a
The outline of the paper is as follows. The control P Ty = Ay + Buj, + Baay
system architecture and model under attack are described Yp = Caj + Daay
in Sectlon II.. Section 11l foIIows. with a geometric control i uf = Flyg) andug, = 0.
characterization of zero-dynamics attacks and the effects
of non-zero initial conditions are analyzed in Section IVA. Stealthy attacks
Different strategies to reveal zero-dynamics attacks lage t DenotingA’,zg = {ag,, ..., ax, } as the attack signal, the
proposed and analyzed in Section V, followed by numericalet of stealthy attacks are defined as follows.
examples illustrating our results. Summary and conclission Definition 1: The attack signabﬁlﬁ({ is a-stealthy with
follow in Section VII. respect taD if ||ry|| < a Vk > ko.
The particular subset df-stealthy attacks is characterized
Il. CONTROL SYSTEM UNDER FALSE-DATA INJECTION in the following lemma:

ATTACKS Lemma 1:Let y¢ be the output of the system (5) with
a a . k_v .
In this section we describe the networked control systed,, = 0 and uj = 0. The attack signal4,’ is 0-

structure, where we consider three main components: tRalthy with respect to any output feedback controlfer
physical plant and communication network, the feedbacknd anomaly detectdp if y; =0, Vk > ko.

controller, and the anomaly detector. The set of0-stealthy attacks satisfying the conditions in
The physical plant is modeled in a discrete-time statd-mma 1 results in trajectories of the system that do not
space form, affect yi, and thus result inuf = 0 for all k& > k.
For linear systems thé-stealthy attack signals are related
ZTi41 = Azy + Buy + Baay, to the output zeroing problem or zero-dynamics studied in
P yi = Cxp + Daay, ' @) the control theory literature [14], which we revisit in the

next section. For the sake of notation, in the remainder of
wherex;, € R” is the state variabley, € R? the control the paper we drop the superscript when referring to system
actions applied to the procesg, € R? the measurements variables under attack. Additionally, the results preserin
from the sensors, and, < R¢ the false-data injection the following sections do not consider the influence of the
attack vector at the sampling instahte Z. The system feedback controller. However the results can be genethlize
is considered to be in nominal behaviordf = 0 for all by considering the augmented system composed by the plant
k> 0. and controller dynamics, which is subject to future work.

In order to comply with performance requirements in th% Attacker model

presence of the unknown process and measurement noises,

we consider that the physical plant is controlled by an appro !N this work we consider the attacker model for zero-
priate linear time-invariant output feedback controli@g] dynamics attacks described in [11]. In this model the agtack
described as is also able to inject false data in the actuator channelghwh

up = F(yr) @) is captured by having3, = B and D, = 0. However,
FT the attacker cannot eavesdrop on the sensor and actuator

An anomaly detector that monitors deviations from thélata. Hence the corresponding attack policy does not use
nominal behavior is also considered. The anomaly detect8fy online data on the system and is further assumed to
is collocated with the controller and therefore it only ha® computeda priori. Therefore it corresponds to an open-

access tay; and uy, to evaluate the behavior of the plant.|00P type of policy. The attacker also has access to the
The anomaly detector is then modeled as detailed model of the systeii = (A, B, C), which is used

to compute the appropriate attack policy as described in the
rr = D(uk—1,Yx), (3) following section.



Ill. GEOMETRIC CONTROL CHARACTERIZATION OF Remark 2:Note that the former definition of zero-
ZERO-DYNAMICS dynamics requires the initial condition to be non-zero and
belong toV*. Such requirement contradicts the definition of
bO—steaIthy attacks where the initial condition of the system
e . . )
8(_)mponent under attack is the origin. The effect of having
non-zero initial conditions is addressed in the next sactio
The zero-dynamics attack policy readily follows from The-

Recalling Lemma 1, the zero-dynamics attacks can
analyzed by considering the plant dynamics due to the fals
data injection attack as described in (5).

The set of zero-dynamics attacks to (5) wilh), = B

B ) . qrem 1.
D, = 0 are now characterized under a geometric contro . L
Corollary 1: The zero-dynamics attack policy is charac-

framework [15]. terized b
Remark 1:The case forD, # 0 can be analyzed in a erized by
_ . 2kl = (A + BF)Zk

similar fashion. (6)
The following assumptions ok = (A, B, C) are consid- ar = Fz,

ered. with zo € V* and F such that(A + BF)V* C V*.
Assumption 1:The matrix B is full column-rank andC'

is full row-rank. Moreovery is the minimal realization of IV. EFFECTS OF NONZERO INITIAL CONDITION

the system. Note that the zero-dynamics do not match the definition

We now introduce the necessary concepts from geometidg o-stealthy attacks, since a non-zero initial condition i (5
control theory [15] to describe the zero dynamics. In thgs required. However, in some cases the effects of the linitia
following we denoteA C C' as the set inclusion oft by ' condition may be made arbitrarily small as discussed below.

andA C B + C as the set inclusion ofl by the union of  ysing Corollary 1, the system under a zero-dynamics
B and C. Furthermore, the range space Bfis denoted as attack is described by

Im(B) and the null-space of' asker(C).

Tk+1| _ A BF Tl
Controlled Invariants 21| |0 A+ BF| |2 @)
The first concept is that of controlled invariant subspace. = [C 0] [l’k]
Lemma 2:For a given non-empty subspatefor which 2k

AV C V 4+ Im(B) holds, there exists a matrik such that \yith 20 € V*. Forzy = 2 it directly follows thaty, =
(A+ BF)Y C V. Furthermore) is called an(4, Im(B))- vz > 0. Introducing the error variable, = z;, — z, the

controlled invariant subspace. - ~ previous system may be rewritten as
The subset of controlled invariant subspaces contained in

ker(C) is the basis for characterizing the system’s zero- {ekJrl] _ {A 0 ] [ek}
dynamics, as summarized in the next statement. Zk+1 0 A+ BF| |z

(8)

Lemma 3:There exists an initial condition; # 0 and ek
control inputa, such thaty, = 0 Vk > 0 if and only Y = [C O] [zlj
if there exists a non-emptyA, Im(B))-controlled invariant
subspacé&’ such thatV C ker(C).

The set of all subspaceg satisfying the conditions of
Lemma 3 admits a maximum]*, which we denote by the
maximal output-nulling invariant subspace. A procedure t

with zg € V* andey = xg — z9. The next result readily
follows.

Theorem 2: For a zero initial conditiontg = 0, a zero-
dynamics attack generated by < V* yields the output

computeV* can be found in [15]. Furthermore we denote the%haractenzed by

eigenvalues ofd + BF restricted to the eigenspace spanned Ch+1 = Ae’“7

by V* as the zeros of the systelh Denoting\ € C as one yr = Cex

such eigenvalue, the zero is said to be unstablg\|it> 1 with eq = —2z.

and stable otherwise. The previous result allows us to characterize conditions

on which the energy of the output of zero-dynamics attacks
can be made arbitrarily small.

The output-nulling inputs of the system (5) can be char- Corollary 2: The output of a zero-dynamics attack gener-
acterized as the output of an autonomous dynamical systeated byz, € V* with o = 0 has finite energy if and only

Output-nulling subspace

as stated in the following theorem. if zo is orthogonal to the eigenvectors df associated with
Theorem 1: The inputay = Fz; with 2.1 = (A +  unstable eigenvalues.

BF)z,, (A4 BF)V* C V* C ker(C) and zy € V* yields Proof: Recall that the system is assumed to be ob-

yr = 0 VEk > 0 for the initial conditionzg = zg. servable and thus there are no unobservable modes. Thus

In general the above theorem characterizes only a subsety initial condition exciting an unstable mode affects the
of the possible output-nulling inputs, as some inputs magutput. Furthermore initial conditions only exciting dted
be described by a forced dynamical system. The readernsodes induce state trajectories decaying asymptotically t
referred to [14] for more details. zero, thus having finite output energy. [ ]



Now we analyze the case whergis orthogonal to the un- or output-feedback policies. Instead, a possible method is
stable eigenvectors ol. Consider the coordinate transformto modify the systen® = (A, B,C) in a certain way to
ex = Tv, WhereT = [T, T,] is a basis for the eigenspaceX = (4, B, () so that the attack signal (6) is no longer an
of A and T is associated with the stable eigenvalues. Theutput-nulling input of the resulting system
dynamics are thus described by, ; = Av, whereA is the

Jordan block matrix ofA containing its eigenvalues. Given [x’““] — {A BF } {x’f}
the structure ofl’, A can be written as Zk+1 0 A+ BF| |z ©)
_ [ Lk
=[5 2 w=lo ol[3]

whereA, contains all the stable eigenvalues. Supposing thatSlnce (9) is an autonomous system, the following result

zo only excites stable eigenvalues df the output may be readily follows.
0 . ) . . .
characterized as Lemma 4:Every zero-dynamics attack is revealed if and

sy = Nsvsy only if the system (9) is observable for al) = zo € V*.
e = CTovs.’ Proof: By definition of observability, a given subspace
Sk M is observable if and only i = W,wy # 0, Ywqg €
wherev;, = [v, v, |7 with v, = [I, 0,]T 'z andv,, = M whereY = [yg -~y ]T and W, € R"*" is the
[0s I,]JT~1zo = 0. This leads to the following result. observability matrix of the augmented system (9). Given
Corollary 3: Consider a zero-dynamics attack generateB®efinition 2,V* being an observable subspace then implies
by zp € V* with z, orthogonal to the unstable eigenvectorghat the attacks are revealed, sirice# 0. [ |
of A andzy = 0. The output energy of such attack is given Attacks remaining stealthy after the perturbation can also
by [lyll7, = 2o Q@20 Where be characterized using similar arguments.
Corollary 4: Consider a zero-dynamics attack generated
Q=17""T [Ié} Qs [[s ou] 71 by o € V*. The former attack remains stealthy after the
Ou perturbation if and only ifwy = [z zJ]" belongs to the
andQ, is the the solution to unobservable subspace of the system (9).
- S Proof. Supposex is an eigenvector ai+ B F', without
Ag Qs = Qs =T, C CTs =0 loss of generality, and consider the augmented systemeoefor

the perturbation as in (7). Since the state trajectories/pf (
generated by the attack are contained in $pah the state
B/ghen the perturbation occurs can be writtervigs= awy,
for a givena € R. The remaining of the proof follows from

Proof: The proof is omitted. ]
The output energy of zero-dynamic attacks can thus
made arbitrarily small by selecting a sufficiently smaltieli =3
condition zy, € V*/T, to generate the attack, whefg = Definition 2. N _ .
Im(T,) and V*/T, denotes the quotient space Bf with A Iegs restrictive conqmon fpr revealing the set of zero-
respect to7,,. Such attacks are particularly dangerous if th&dynamics attacks associated with unstable zeros folloovs fr

initial condition z, excites an unstable eigenvalue 4f+ e above theorem. , _
Corollary 5: Every unstable zero-dynamics attack is re-

BF, as illustrated in the numerical example in Section VI. ! 4 :
This motivates us to broaden the scope and address all zeY§@€d if and only if the system (9) is detectable for all

dynamics attacks characterized by Theorem 1. zo = 20 € V" ) - _
A procedure to verify the observability of (9) restricted
V. REVEALING ZERO-DYNAMICS ATTACKS to zg = 29 € V* is to use the corresponding observability
matrix W, and compute
In this section we discuss possible methods to reveal the I
- i i i i Xy = ker(W,)* N V.
zero-dynamics attacks characterized in Section Ill. THe fo d o I
lowing definition of revealed attacks is considered thraugh
this work. It follows that[z] =] ] € X, belongs to the observable sub-

Definition 2: Consider the system under attack as despace and hence, can be estimated and the corresponding
scribed in (7). The zero-dynamics attack signﬁ;}g is said attack signal affects the output.
to be revealed ify, # 0 for somek > k. Next we propose schemes to reveal the zero-dynamics
Remark 3:The former definition can be extended to re-attacks by separately changing B, or C.
quire the output energy to be sufficiently large. Furtheenor . .
it can also account for the output feedback controller anft- Modifying the output matrix C
anomaly detector by considering the closed-loop dynamics Here we consider modifications on the output maffixo
in (7). reveal zero-dynamics attacks. In particular, we considat t
Given Definition 2, the attack can be revealed if the zerca new output matrixC' is obtained by adding and removing
dynamics of the system are changed. As it is well-known imeasurements. The following result directly follows from
the control literature [16], this cannot be achieved byestat Theorem 1.



Lemma 5: All the zero-dynamics attacks associated with aystem (7). From Corollary 4, the attack remains stealthy
givenz, € V* remain stealthy with respect 1 = (A, B, C‘) if and only if wy is also in the unobservable subspace of the
if and only if V* C ker C. perturbed system (9). Using the PBH observability test,[13]
The former statement shows that only removing measuréiis means that there exists a complex numbeuch that
ments does not reveal any attack. Moreover, attacks are

revealed by adding measurements if onlyif N ker C' is MO_ A AT _fF sl 1] Z o
empty or a strict subset af*. c — 0+ ) 20|

Theorem 3:There exists ag € V* generating an stealthy
attack toX = (A4, B,C) if and only if there exists a non- Thus the attack is stealthy if and only £A4z, = 0, which
empty (A + BF)-invariant subspacg’ that is contained in concludes the proof. ]
V*NkerC. The above result indicates thaA should be designed

Proof: First we have that all attack are reveale®ifn  so thatV ¢ ker AA for all (A + BF)-invariant subspaces
ker C' = ). Now suppose thak’ C V* Nker C # () and let V C V*, thus revealing all the zero-dynamics attacks. Below
zp € X. Observing thatt C ker C, from Theorem 1 we we provide a necessary and sufficient condition for all the
have that the attack generated hyremains stealthy if and attacks to be revealed.
only if X is (A + BF)-invariant. u Corollary 6: All the zero-dynamics attacks are revealed if

The previous results indicate that one should add meand only if V* Nker AA = .
surements such that the dimension®f= V* N ker(C) is . ) i
reduced as much as possible. In particular- V* indicates C- Modifying the input matrix B
that a set of the zero-dynamics attacks has been revealedHere we consider modifications on the input matfx
while X = () implies that none of the zero-dynamics attackso reveal zero-dynamics attacks. A new input matkxis
remains stealthy. obtained by adding and removing actuators or perturbing

Based on these arguments, Algorithm 1 can be used to ithe B with AB. The following result directly follows from
crementally deploy measurements that reveal zero-dyrsamitheorem 1.
attacks Lemma 6:Suppose inputs are added ¥, i.e. B =

: i _ B B;]. Then all the zero-dynamics attacks &hremain
Algorithm 1 Algorithm to deploy additional measurementsstea“hy with respect t& —= (A B )

revealing zero-dynamics attacks. Proof: The proof is omitted. -
Initialize M <« {C;} as the set of additional measure- The former statement shows that only adding inputs does
ments available; not reveal any attack. On the other hand, although removing
J<0; actuators might reveal the zero-dynamics attacks, it also
Xo < V™, reduces the controllability of the system. A less intrusive
repeat approach is to change the actuator gains i.e., liave BIW
for all C; € M do anday, = W~ 'u;, wherelV is a diagonal matrix unknown to
Vi < Xj Nker Cy; the attacker. This can be interpreted as a coding or enorypti
end for scheme performed by the actuator and controller withas
ChooseC; € M such thatdim()}) is minimized; their shared private key. Assumirig’ is unknown by the
Compute X4, as the maximal(A + BF)-invariant  attacker, we then have the following result.
contained inY;; Theorem 5:All the zero-dynamics attacks oB remain
J—J+L stealthy with respect t& = (A, BW,C) if and only if
until X; =0 or X;_1 = X B(W — I)FV* =,

Proof: Let 2o € V* and recall thatwy = [z] 2| ' is

Note that the proposed algorithm requires the addition ¢ff the unobservable subspace of the perturbed system (9) if
at mostN = dim(V*) new measurements. Furthermore, alfNd only if there exists a complex numbersuch that

the zero-dynamics attacks become revealed if and only if the A — A _BWF
output-nulling subspace is empty, i.&; = 0. 0 M — (A+ BF) {ZO] =0.
C 0 0

B. Modifying the system matrix A
Perturbations to the system dynamicsas= A + AA  Thus the attack is stealthy if and only (W —I)Fz, = 0,

are now considered, resulting in the syst&m= (4, B,C).  which concludes the proof. [ |
The following result provides the conditions under which a\ necessary and sufficient condition for zero-dynamics at-
attack remains stealthy. tacks to be revealed with such perturbations follows diyect
Theorem 4:All the zero-dynamics attacks associated wittfrom the previous theorem.
a given zp € V* remain stealthy with respect t& = Corollary 7: All the zero-dynamics attacks are revealed if
(A, B,0) if and only if V* C ker AA. and only if V* Nker(B(W — I)F) = 0.
Proof: Let 2o € V* and recall thatwy = [z] 2 |" The former result and the assumption that the system is

belongs to the unobservable subspace of the augmentuservable can be used to provide a method for chodéing



Lemma 7:Assume that(A,C) is observable. For any VI. ILLUSTRATIVE EXAMPLE

matrix I’ such thatV* is (A + BF)-invariant, it holds that  Tq petter illustrate the results from the previous sections
* . .
V* Nker(BF) = 0. _ o here we provide an example of a zero-dynamics attack
Proof: Recall theV* is (A+BF)-invariant and suppose on a process control system. Our example consists of the

that V* Nker(BF) # 0 i.e., there existszy € V* such Quadruple-Tank Process (QTP) [17]. The continuous-time
that BFzy, = 0. This then ImpIIeS thaTZQ is A-invariant nonlinear p|ant model is given by

and generates an unobservable state trajectory, which is a_

: k
contradiction since the system is observable. [ | hi(t) = 4 2ghq (t) + g 2ghs(t) + n Lug (t)
) . ) : Ay Ay Ay
Since ker(BF) is not affected by a uniform scaling, a a a ok
possible weight for revealing zero-dynamics attackB/is= ho(t) = fA—Q 2gha(t) + A—4 2gha(t) + jl 2wy (t)
2 2 2

al with o € Ry and o # 1, resulting inB(W — I)F = | I
(«—1)BF. We now analyze the effects of such perturbation i, (¢) = 88 Poghs(t) + wm(t)
on the output energy of the system. Introducing the variable
Ir = o 'xy, the perturbed system (9) can be rewritten as ha(t) = a4 29ha(t) + (1- %)klul(t)

A Ay
F«kﬂ _ {A BF ] M (11)
Zk+1 0 A+BF| |z (10) Whereh; are the heights of water in each tank, the cross-
= [aC 0] Ty section area of the tanks, the cross-section area of the
Yk = 2k |’ outlet hole,k; the pump constantsy; the flow ratios and;

) the gravity acceleration. The outputs are defined as therwate
with o = O‘flzo and zo € V*. The output of such system |eyels of tanks 1 and 2, and k. respectively. The system
is characterized as follows. has an adjustable zero with respecttovhich is unstable if
Theorem 6: Suppose the augmented system under a zerg-< ~, 4+, < 1. In the simulation we consider the linearized
dynamics attack (9) is at the staig = zx = z when the  model at a given operating point, which is sampled with a
perturbationW. = ol is performed. After the perturbation period of T, = 0.5s. The resulting discrete-time system is

the output is described by given by (1) with
enp1 = Aey, [0.975 0 0.042 0
) 0 0.977 0 0.044
b = aCex A=1 9 0 0958 0 |’
with eg = (a1 —1)2. | 0 0 0  0.956
Proof: The proof comes from introducing the variable [0.0515 0.0016
er = I — 2 and rewriting (10) with respect te, and zy. 0.0019 0.0447
n B=1"0" oomr|"
Note that the output energy after the perturbation is 0.0850 0
dependent orz and the scalingy, as summarized in the 02 0 0 0
following statements. C=10 02 o 0} :
Corollary 8: The perturbationWW = «l results in a N

The corresponding maximdl4, Im B)-controlled invari-
ant subspace contained ker(C), V*, is spanned by*
which is shown below together with a suitakfie

0
A=TAT = [T, T, [As OMTS 7.7 e |0 8 , F[o 0 —0.8057  0.0302
1

finite-energy output if and only if: is orthogonal to the
eigenvectors ofA associated with unstable eigenvalues.
Consider the eigenvalue decomposition

0 Ay 0 0 0.0349 —0.9844|"

where A, contains all the stable eigenvaluesfand T is

a basis of the corresponding eigenspace. The system¥ = (A, B,C) has two zerosA = 0.89 and
Corollary 9: Consider the output described in Theorem 6\ = 1.03, and A has only stable eigenvalues. The unstable

with z orthogonal to the unstable eigenvectors 4f The zero-dynamics corresponding to = 1.03 are excited by

energy of the output is given b2, = 27 Q= where z0=¢0 0 —072 0.69]" with e # 0. The respective
input signal is depicted in Figure 1. This attack is consder

in the examples below.

A. Modifying the output matrix C

and @, is the the solution to Consider that the possible measurements can be used to
reveal zero-dynamics attacks

Cs=1[0 0 02 0]
Cy=[0 0 0 02].

Q = TﬁT |:é-sj| Qs [IS Ou] T71

ATQA, —Q, —*T)CTCT, =0
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Fig. 1. Unstable zero-dynamics attack applied to the system f = 0s. Fig. 2. State trajectories of the system under attack aniteaettack

detection.
Applying the algorithm proposed in Section V-A we see 2 ‘ ‘
that addingCs yields Y = V* Nker C3 = span([0001]7), 18l —llyll7, ||
which is not (A + BF)-invariant subspace and thus all
the zero-dynamics attacks t are revealed. In fack = 16 1
(A,B,C) with C = [CTC{]" has no zeros. In this Lar 1
particular example, adding’, instead of C; would also 1.2t 8
reveal all the zero-dynamics attacks. 1} |
B. Modifying the system matrix A o8r ]
From Theorem 4 we have that any system perturbation | |
the type 0.4 I
AA=[A 0] 02 f
O_/ 4
with A € R**2 leaves all the zero-dynamics attacks stealthy = o 0 500
In fact, note that(A + AA + BF)V* = (A + BF)V* t(s)
and therefore the zero-dynamics Bfand X are identical.
Therefore such perturbations should be avoided. Fig. 3. Output energy of the system after connecting tank @i 1 at
On the other hand, the zero-dynamics change for pertur= 1005
bations of the type
AA = [0 A] . C. Modifying the input matrix B

. ) ) Consider the case where the uniform input scalifig=
For instance, adding an extra connection from tan& tank 9377 is applied to the system. From the results in

1 corresponds to Section V-C, all the zero-dynamics are revealed, since
0 0 0.0397 0 ker (BF) = ker((l — Oé)BF) and V* N ker(BF) = (Z) .
0 0 0 0 Moreover, as stated in Corollary 8 the scaling results in a
AA = 0 0 —0.0402 0} finite energy output sinced is _stable. The ogtput energy
0 0 0 0 resulting from the attack an input scaling is depicted in

Figure 4. As before, the attack begins tat= 0s with a
The outcome of such perturbation can be seen in Figuregismatch in the initial condition, resulting in a finite outp
and Figure 3. The attack begins at= 0s with a initial  energy. The input scaling is appliedtat: 100s, which again
conditions mismatch, leading to a small increase in thewlutpresults in a finite increment of the output energy sités
energy as initially seen in Figure 3. The change to the systeggaple, as depicted in Figure 4.
dynamics occurs at= 100s and one immediately observes
a perturbation in the state trajectory. The extra coupling VII. CONCLUSIONS ANDFUTURE WORK
between tanks3 and 1 changes the zero-dynamics of the The problem of revealing zero-dynamics attacks on control
system and thus the current attack signal affects the watgystem was tackled. First we studied the effect of initial
level of tankl. As a result the attack is revealed in the outputgondition mismatch in terms of the resulting increase in the
as illustrated in Figure 3. output energy. We concluded that for the subset of attacks
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Fig. 4. Output energy of the system after introducing theuingcaling (8]

BW = 0.987B att = 100s.

9
exciting unstable zero-dynamics, this effect can be mad([a]

arbitrarily small while still affecting the system perfoamce.
Then we addressed the problem of revealing zero-dynami@g]
attacks by modifying the system structure in terms of the
respective outputs, inputs, and dynamics. For changes<h ea
component, we provided necessary and sufficient conditioHs?
for all attacks to be revealed. Furthermore, we provided an
algorithm to incrementally add measurements and thus revea
attacks. We also proposed a coordinated scaling of thesinpl[ljfz]
by the actuator and controller. For this particular chamgge,
quantified the resulting increase in output energy in terins 613
the initial condition and scaling factor. Both these chang
on the inputs and outputs are able to reveal attacks while not
affecting the system performance when no attack is presefit]
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